Since states parties to the Convention on Certain Conventional Weapons (CCW) framed their deliberations in terms of 'emerging technologies in the area of lethal autonomous weapons systems', questions have been raised about whether the reference to 'lethality' indicated a particular or, perhaps, an exclusive concern with anti-personnel, as opposed to anti-materiel technologies or applications. Ethical considerations, definitions of autonomous weapons systems (AWS) put forth by certain actors and increasing concern about 'algorithmic bias', have recently reinforced the sense that stakeholders in the debate on AWS should pay focused attention to issues raised by the prospect of targeting people.

This briefing note:

- identifies a number of concerns raised by the targeting of people through AWS
- argues for a prohibition on the targeting of people through AWS
- stresses that an anti-personnel prohibition is not sufficient to address the wide range of urgent concerns raised by AWS

**Targeting people in war**

In keeping with the CCW's mandate and given the absence of a widely shared understanding of what falls within the scope of 'emerging technologies in the area of lethal autonomous weapons systems', respectively, '(fully) autonomous weapons' or 'killer robots', this paper is broadly concerned with the use of armed force in the conduct of hostilities during an armed conflict where those who plan or decide upon an attack do not stipulate specific times and places of force applications. Instead, the human decision to attack is implemented through sensors that acquire data in the world, algorithms that process and classify sensor data according to pre-encoded profiles of targets, and actuators that apply kinetic or other force to targets – without human evaluation of the sensor data prior to force application. For the sake of simplicity, we call such human-machine configurations AWS. In relation to targeting people, AWS could detect and track objects using cameras, ultra-sonic sensors, etc. that capture certain contours, features, gestures or similar 'proxy indicators' used to represent human beings.

Who may legally be attacked in military combat is primarily determined with reference to the rules of international humanitarian law (IHL) governing the conduct of hostilities. In principle, the only people that may legally be attacked are members of the armed forces of a party to the conflict, that is, members of a state's armed forces (combatants) and members of a non-state organised armed group who have a continuous combat function. All other people are civilians and protected against direct attack, unless and for such time that they take a direct part in hostilities.

Parties to conflict must take 'constant care' in the conduct of military operations to spare civilians. They must also safeguard persons placed hors de combat, that is, anyone who is in the power of an adverse party, is defenseless because of unconsciousness, shipwreck, wounds or sickness, or who has clearly expressed an intention to surrender. Conducting hostilities on the basis that there shall be no survivors (denial of quarter) is prohibited. Attackers must do 'everything feasible' to verify that targets are not protected under the law.
against direct attack, and to choose means and methods of attack and targets so as to avoid, and at any rate, minimise civilian harm. An attacker must be in a position to assess the expected civilian harm resulting from an attack and suspend or cancel it to prevent disproportionate civilian harm. If there is doubt about whether a person is a legitimate target of attack, the person must be presumed to be protected against direct attack.

Although these rules of IHL are generally accepted, there are many open theoretical questions and disputes about their application in practice. The legal intricacies need not detain us here, but any discussion about AWS and the targeting of people must have regard to the fact that key legal questions are as yet unresolved.

**Concerns raised by the algorithmic targeting of people**

The prospect of using AWS to direct force against human beings raises a set of inter-related moral and legal issues, including:

- the risk that the ‘wrong people’ (e.g. civilians or combatants hors de combat) may be targeted
- questions about how measures adopted to manage the risk of undesired consequences might affect the normative protection of people in the long-run
- procedural concerns about the process of targeting, that is, how and why a person is made the object of attack or harmed

Without aiming to be exhaustive, these issues are sketched out below.

**Targeting the wrong people**

A key objection to the targeting of people is the fear that a human being may be classified as a target in spite of there being no moral justification for targeting them or them being protected from attack by law.

So-called ‘signature strikes’, drone attacks that target ‘groups of men who bear certain signatures, or defining characteristics associated with terrorist activity, but whose identities aren’t known’, are sometimes drawn upon to assert that valid targets of attack can be identified solely on the basis of sensor data and computations. In present practice, human agents intervene in the drone targeting process before and during every force application, but ‘signature strikes’ have been challenged on grounds that point to concerns with the algorithmically mediated targeting of people more generally.

- The categories used to identify targets of attack do not map sufficiently onto the legal definitions of persons that may be the object of direct attack. Whether abstract legal concepts, such as ‘membership in an organised armed group’, ‘direct participation in hostilities’ or ‘hors de combat’ can be adequately encoded into algorithmic calculations is highly questionable. These are relatively fluid categories whose morally and legally salient features are not easily modelled or captured by sensor technologies. Interpreting and applying such concepts calls for evaluations against legal and moral standards that do not predict the right outcome in any given situation, but instead demand context-specific value-judgments, in light of concrete circumstances.

Detection of a firearm, for example, would not be sufficient to assign the person handling it to the category of valid targets – not even in conjunction with data pertaining to their attire, gestures, height, location or similar.

It has also been pointed out that the categories underpinning ‘signature strikes’ are gendered and racialised with the result of adversely affecting certain people’s protection from direct attack, notably, civilian men of ‘military age’. Force applications are based on insufficient evidence that the targeted persons in fact exhibited characteristics or behaviors that would justify attack. The detection and tracking of humans with autonomous systems is technically challenging in real world situations. What would be the evidentiary requirements to reverse the presumption of civilian immunity from direct attack? Could the necessary level of certainty obtain in real situations (‘the fog of war’ and ‘heat of battle’), equipment malfunctions and adversary interference?

**Wrongs resulting from risk management**

The risk that AWS use may result in the wrong people being targeted is often cited as a ground for legal constraints or a comprehensive ban on AWS. Such propositions are vulnerable to two types of counter arguments, however, that point to further structural concerns about the normative protection of people from algorithm-based targeting:

- **‘Work-arounds’**: if technical limitations make the use of AWS problematic in the real world, the world is altered so as to reduce the likelihood of challenging circumstances arising. For example, if it cannot be guaranteed that force will only be directed against persons who may legally be targeted, one could remove all people from the space where an AWS is used and tightly control access to the zone.

This type of risk mitigation is common in weapons control, for example, legal requirements on the marking and fencing of minefields. But making space for AWS in this manner bears the risk that persons finding themselves in an AWS ‘danger zone’ will be expected to demonstrate that they are not targetable, rather than the AWS-user having to demonstrate that the people are in fact legal targets of attack. Work-arounds can thus lead to subtle but significant shifts in protective presumptions with detrimental consequences for the protection of all victims of war in the long-run. The adoption of work-arounds also tends to obscure that, in contrast to measures aimed at mitigating risks from existing weapons, in the context of emerging weapon technologies, the expectation ought to be that new weapons enhance our capacity for moral and legal conduct.

- **‘Imaginary techno-fixes’**: an, as yet unspecified but more sophisticated technological solution situated somewhere in the future holds the promise of alleviating challenges. A prime example of this is Arkin’s ‘Ethical Guardian’. More generally, the propositions that highly advanced AWS would be acceptable if (read: when) they could reliably distinguish between civilians and combatants, assess proportionality or recognise ‘hors de combat’ situations also smack of techno-solutionism.

Such suggestions imply that moral conduct and the interpretation
and application of law are equivalent to algorithmic computations. This provides both a poor representation of how norms govern behaviour and anthropomorphises machine processes. Applying technological solutions to solve social or political problems suggests that we can change the way things function without questioning the power structures embedded in technologies. But if disarmament is to realise a more just and peaceful world, it is critical that we understand weapons systems in a broader social and ethical context, and question how they rely and extend the root causes of political problems and ethical predicaments. Today’s disarmament policy-making should therefore not be guided by future techno-fixes with quasi-magical properties.

Targeting people wrongly

Still more fundamental objections to the targeting of people concern how and why a person is made the object of attack or harmed. Objections of this type concern the process of killing through AWS in principle, irrespective of its results, and raise questions that are not easily amenable to techno-fixes or work-arounds. Arguments of this type take many forms, some aspects of which are highlighted below.

Unreasoned

‘For the killing of a human to be meaningful, it must be intentional. That is, it must be done for reason and purpose’ and ‘Intentionality requires understanding the meaning and significance of an act’. An unspoken assumption that ‘the decision to use lethal force must be reasonable and taken by a human’ is reflected in legal and moral codes, including the IHL requirement that ‘those who plan or decide upon an attack’ take certain decisions about who to target and how.

Such decisions cannot therefore be ‘delegated’ to an artefact. The concern with algorithmically mediated violence is, however, that the connection between the intention of human decision-makers, morally responsible agents, their actions and the consequences experienced by other human beings would be ‘eroded’ when a potentially harmed individual is no longer considered in real time, but ‘factored’ into a pre-determined process.

To be morally acceptable, a decision-making system needs to ‘track (relevant) human moral reasons’, that is, it must ‘demonstrably and verifiably be responsive to the human moral reasons relevant in the circumstances’. IHL demands particular attention to the reasons of those who plan or decide upon an attack (military commanders, rather than sensor technicians or program designers). IHL provides for doubt to operate and requires ongoing adjustments based on what is deemed ‘reasonable’ and ‘feasible’ in the light of prevailing, evolving and complex circumstances. Those human beings who decide upon an attack have a choice to attack or not to attack, even in cases where a person may fit the description of a valid target, and they have ‘a duty to constantly exercise discretion’.

Weapons systems must be designed so as to allow human agents to engage in reflexive, ‘deliberative reasoning’ and enable them to ‘make meaning and take meaningful actions’. Fettering one’s discretion through the pre-binding of decisions in the form of algorithms is unacceptable.

Unaccountable

Closely related to the above is the concern that it may not be possible to provide adequate reasons or ethical justification for the targeting of or harm done to an individual, resulting in an accountability gap. The process of reason-giving and justification also establishes moral responsibility, and makes people feel they are treated justly. Especially where algorithm-based decisions have potentially irreversible consequences, it is essential that human agents can provide a concise, intelligible account of how input features relate to predictions and categorisations. This is a prerequisite for the legal review and moral justification of the use of force in concrete circumstances, to identify and punish those responsible, and to assist victims and society at large in their quest for the truth. Present-day algorithms present important challenges in this regard.

To be morally acceptable, a decision-making system’s actions need to be ‘traceable to a proper moral understanding on the part of one or more relevant human persons who design or interact with the system’. Attributing formal (legal) responsibility to a person who cannot properly understand and exercise sufficient control, is morally unfair.

Unjust

Targeting people on the basis of pre-programmed profiles can produce unjust outcomes, adversely and disproportionately affecting certain individuals. Paralleling the prohibition of discrimination in human rights law, adverse distinction in the application of IHL based on race, colour, sex, language, religion or belief, political or other opinion, national or social origin, wealth, birth or other status, or on any other similar criteria is prohibited. This applies to all persons protected by IHL, including in relation to the conduct of hostilities.

Algorithm-based targeting of people is problematic from this perspective on several accounts. As mentioned above in relation to ‘signature strikes’, adverse distinction among civilians based on characteristics such as gender or age can result in military-aged civilian men being denied protection against direct attack equal to that afforded to non-male civilians. It is also arguable that differentiations among people not protected against direct attack amount to adverse distinction in that the prohibition against denial of quarter, the prohibition on weapons that render death inevitable, and the privileges owed to persons hors de combat are not applied equally to all combatants.

Finally, joining wider procedural concerns touched upon above, differentiations – whether intended or the unexpected result of patterns reflecting structural biases – demand a reasonable and objective justification. Differentiations based on characteristics that the targeted individual cannot easily change, such as their sex or gender (as opposed to the wearing of certain insignia) are especially hard to justify. Our difficulty in providing a reasoned explanation for algorithm-based decisions in concrete circumstances and the prevailing corporate and military secrecy resulting in opaque ‘black-box’ algorithms cast serious doubt on the capacity of AWS-users’ capacity to justify differential treatment.

Inhumane

Whether based on the considerations set out above or on different grounds, the algorithmic targeting of people as envisaged by proponents of AWS has been criticised as being inhumane, an affront to...
human dignity and repugnant to human conscience. Lack of respect for human dignity tends to be cited among the main reasons for objecting to AWS, both, by members of the military and the general public.\(^{33}\)

Targeting people through an AWS fails to take account of potentially harmed individuals as fellow human beings, equal in worth and dignity, is dehumanising and objectifies human beings: ‘They become zeros and ones in the digital scopes of weapons which are programmed in advance to release force without the ability to consider whether there is no other way out, without a sufficient level of deliberate human choice about the matter.’\(^{34}\)

Towards an anti-personnel prohibition...

At least some of the concerns about the wrongful targeting of people are ‘overriding considerations’.\(^{35}\) In light of the concerns about human agency, human dignity and moral responsibility being especially acute in relation to AWS that target humans directly, the ICRC has suggested that they ‘perhaps preclud[e] the development and use of anti-personnel autonomous weapon systems’.\(^{36}\)

There is ample precedent for articulating legal constraints on weapons in terms of their intended or actual use against human beings as opposed to objects: the prohibition of exploding bullets, the ban on blinding laser weapons, the differential treatment of anti-personnel compared to other landmines, and the prohibition on the anti-personnel use of incendiary weapons under customary IHL illustrate this approach.

Support for an anti-personnel prohibition can also be found in certain national policies. A position paper by the German army published in October 2019, for example, raises particular concerns regarding autonomous weapon systems that are primarily intended for use against persons and explicitly excludes from this notion, among others, weapon systems that are primarily intended for use against objects, e.g. projectiles, aerial vehicles, tanks or ships.\(^{37}\)

...and beyond

In the debate on AWS, objections to anti-personnel weapons or applications are sometimes coupled with arguments aimed at excluding other systems and applications from the purview of potential future regulation. The aforementioned German army paper, for example, suggests that a prohibition of ‘lethal’ anti-personnel systems (a notion qualified by a number of other attributes) would be sufficient to prevent undesirable systems from being developed. Excluded from the notion are not only weapons systems that are primarily intended for use against objects, but also those that serve multiple purposes, or that apply force to people by ‘non-’ or ‘less-lethal’ means.

Such a narrow conception of what is problematic about AWS is unwarranted, however:

AWS raise more diverse issues than an anti-personnel ban can address. In addition to separate ethical, legal, military and security concerns, many of the objections set out above equally apply to anti-material weapons and applications, though, in that context, they may be justifiable in limited circumstances – which are yet to be defined.

The notion of ‘lethality’ should not be drawn upon to foster a regulatory response. As the ICRC pointed out, ‘some anti-materiel weapons can also result in the death of humans either directly (humans inside objects, such as buildings, vehicles, ships and aircraft) or indirectly (humans in proximity to objects)’.\(^{38}\) In the same vein, Switzerland has explained from the perspective of IHL-compliance that AWS should include ‘means and methods of warfare that do not necessarily inflict physical death, but the effects of which may be restricted to causing, for example: (1) physical injury short of death, (2) physical destruction of objects, or (3) non-kinetic effects such as through cyber operations’.\(^{39}\)

When the prospect of a new weapons technology raises acute humanitarian concerns, the ethically appropriate course of action is to elaborate new rules and social and institutional practices to prevent moral and legal wrongs and ensure that humans retain meaningful control over the use of force. As this paper and work by others illustrates, AWS raise a range of fundamental ethical challenges. In light of the considerable social costs involved in making space for AWS, it is difficult to argue that their adoption is in the best interest of humankind. Thus far, moral and social considerations have had a difficult standing in the CCW. If the multilateral response to AWS is to align with our values, ideals and moral codes, however, ethical and related human rights and social considerations must take centre stage.\(^{40}\)
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